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Abstracts

Jonathan Birch (LSE): “The Edge of Sentience: Risk and Precau-
tion in Humans, Other Animals, and AI”

Can octopuses feel pain and pleasure? What about crabs, shrimps, insects or spiders? How do
we tell whether a person unresponsive after severe brain injury might be suffering? When does a
fetus in the womb start to have conscious experiences? Could there even be rudimentary feelings
in miniature models of the human brain, grown from human stem cells? And what about AI?
These are questions about the “edge of sentience”, and they are subject to enormous, disorienting
uncertainty. The stakes are immense, and neglecting the risks can have terrible costs. We need to
err on the side of caution in these cases, yet it’s often far from clear what ‘erring on the side of
caution’ should mean in practice. When are we going too far? When are we not doing enough? My
forthcoming book The Edge of Sentience: Risk and Precaution in Humans, Other Animals, and AI
constructs a precautionary framework designed to help us reach ethically sound, evidence-based
decisions despite our uncertainty. This talk will introduce some of the main ideas, zooming in on
the case of invertebrates.

Christian de Weerd (University of Groningen): “Sentience Gaps and Non-human
Sentience Research”

Sentience is typically taken to be important in animal welfare considerations (Browning & Veit,
2022) and policy recommendations (e.g., Birch et al., 2021), and recent debates on non-human
sentience have extended to artificial systems (Dung, 2023; Saad & Bradley, 2022; Shevlin, 2021;
Müller, 2021; Ziesche & Yampolskiy, 2018; Metzinger, 2021). Within the context of non- human
sentience, a prevalent way to conceptualize sentience is in a narrow sense picking out specifically
valenced conscious experiences (Browning & Birch, 2021). These refer to those kinds of phenome-
nally conscious experiences that either feel good or bad, for examples states such as pain, fear, joy,
pleasure, or relief (Birch et. 2021). Sometimes this is referred to as affective sentience (Powell &
Mikhalevich, 2021). Unsurprisingly, most work on non-human sentience focusses on understand-
ing, or developing indicators for, affective sentience (e.g., Crump et al., 2022; Sneddon et al., 2014;
Elwood & Adams, 2015; Feinberg & Mallat, 2017).

However, appropriate sentience indicators should be sensitive to both consciousness and valency.
One worry is that sentience indicators (see Browning & Birch, 2021), or frameworks incorporating
several indicators (e.g., Sneddon et al., 2014; Crump et al., 2022), envisioned to target sentience
directly mainly track affective states, leaving it unclear whether these states are actually con-
scious (Dawkins, 2012; 2017; 2021). The thought, then, is that such indicators might accurately
track (the resulting behavior of) valenced states, yet such valenced states are simply processed
unconsciously. The nomological possibility of permanently unconscious valenced states falls out
of contemporary thinking and theorizing about valency. Many contemporary theories of valence
conceptualize valency in terms of representational states representing non-mental properties like
harmfulness (Cutter & Tye, 2014), value (Carruthers, 2017), (higher-order) imperatives (Klein,
2015; Martinez & Barlassina, forthcoming; Barlassina & Hayward, 2019) or desires to get rid of a
sensation (Heathwood, 2007). It is taken to be a desideratum of valency accounts that they allow
for unconscious valenced states (Carruthers, 2019). Similar points apply to functional accounts of
valence (e.g., Damasio & Carvalho, 2013; Ginsburg & Jablonka, 2019).

Pragmatically, such worries are avoided by appealing to so-called precautionary principles
(Birch, 2017). However, precautionary principles don’t clarify the question of which systems are sen-
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tient. Therefore, it’s been suggested that insights on non-human affective states should be supple-
mented with insights on non-human consciousness (Browning & Birch, 2021; Shevlin, manuscript;
Browning & Veit, 2023), a field that has seen a surge of new developments (e.g., Birch, 2022; Dung
& Newen, 2023; Butlin et al., 2023; de Weerd, 2023; Shevlin, 2021). Non-human consciousness
research has mainly focused on perceptual consciousness (e.g., Newen & Dung, 2023; Birch et al.,
2021). These considerations lead to a natural, and often (implicitly) endorsed, view that accepts
a (I will argue näıve) co-dependence between insights on non-human valency and consciousness.
Specifically, to infer the presence of sentience is to simply combine the most plausible consciousness
indicators and valency indicators (see e.g., Browning & Birch, 2022; Shevlin, manuscript; Browning
& Veit, 2023). Emblematic of this way of thinking is the suggestion that non-human consciousness
and non-human valency research should work in parallel (Shevlin, manuscript). The main criticism
of approach is typically that consciousness is too ill-understood to make any meaningful predictions
about (e.g., Dawkins, 2021).

However, even with a solid understanding of non-human consciousness, a problem that runs
much deeper, caused by sentience gaps, remains. Sentience gaps occur in cases where the presence
of phenomenal consciousness and valency in a system doesn’t entail that the system is sentient.
In such cases, one might correctly infer (using consciousness indicators) that a system is conscious
(i.e., having visual conscious experiences), and correctly infer (using valency indicators) that a
system has valenced states, yet wrongly conclude that the system is therefore sentient. In this case,
a system might only have non-valenced perceptual conscious experiences, something taken to be
possible (e.g., Carruthers, 2018; Barlassina & Hayward, 2019; Butlin et al. 2023; Godfrey-Smith,
2019), and only have non-conscious valenced states. Thus, even if conscious and valenced states
are accurately tracked by consciousness and valency indicators respectively, this doesn’t necessarily
entail that a system is sentient. Sentience gaps are a residue, or artifact, of contemporary thinking
and theorizing about consciousness and valency.

Sentience gaps are problematic because they challenge the immediate move of combining insights
on non-human valency and non-human consciousness to the inference of sentience. Therefore,
sentience gaps need to be considered when thinking about non-human sentience. How to deal
with sentience gaps? I discuss at least two ways forward. Firstly, one might continue to accept
the conceptual dissociation between consciousness and valency and simply put further constraints
on their co-dependence. However, I argue that such responses are susceptible to more pernicious
variants of sentience gaps caused by unclarity about how valency and consciousness combine into
sentient states. Secondly, sentience gaps might not in themselves be problematic, but rather a
symptom of inappropriate conceptualizing about consciousness and valency from the outset. If so,
approaches that conceptually intertwine consciousness and valency should be taken more seriously
(e.g., Damasio & Damasio, 2023; Veit, 2022).
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Jamie Freestone (Australian National University): “A three-part model of con-
scious awareness based on altered states”

Consciosuness is often divided into two separate and dissociable capacities. For example, phenom-
enal (P) consciousness versus access (A) consciousness (Block 1995); or sensation versus perception
(Humphrey 2022; Reid 1785). A condition such as blindsight would seem to be a natural experi-
ment that confirms the dissociability of these two capacities, at least for the visual modality (Block
1995; Humphrey 2022).

One recent motivation for a two-part model is that solving the hard problem of consciousness
can be focused down to one component. A-consciousness might be conceivable in an autonomous
system that nonetheless lacks any sense of “what it is like to be” that system: a system with gen-
eralised blindsight. And so P-consciousness — which involves the experiential, qualitative features
of consciousness — would be the crucial thing to explain in order to solve the hard problem, rather
than A-consciousness.

I endorse the rationale behind this framing as well as the focus on altered states of consciousness
like blindsight. But I suggest that a three-part division is preferable. Specifically, A-consciousness
needs to be replaced and P-consciousness can be su-divided between sensation (qualia in visual and
other senses) and what I call the experiential component of conscious awareness. In this framing,
full waking consciousness is the combination of three capacities:
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1. concepts: being able to think in concepts, language, explicit categories;

2. sensation: the vivid, qualia-laden information from the senses; and

3. experience: the sense of continuity or ongoing witnessing of experience.

This can be illustrated by altered states of consciousness in which one or two components are
present but not all three. Many altered states of consciousness are not well studied and often absent
from work in philosophy of mind. I look at the nascent literature on four altered states that together
demonstrate the three-part model I propose: non-rapid-eye-movement (NREM) sleepwalking, ego-
dissolution with psychedelic drugs, lucid dreamless sleep, and what I’m calling sleep thinking.

NREM sleepwalkers lack experience. The literature is divided over exactly how conscious
they are. The assumption used to be that NREM sleepwalkers are utterly unconscious, yet able to
perform complex motor tasks and rote exercises (Zadra & Pilon 2012). Some recent work suggests
that they might experience momentary inchoate flashes of sensation, but without ongoing awareness
(Rocha & Arnulf 2020).

Lucid dreamless sleep is an ancient practice only recently named. A subject may, through
much training in meditation, achieve a kind of pure awareness free of any conceptual or sensual
objects. Some people also report reaching this via sleep (Alcara-Sanchez 2022). They become lucid,
in the sense that they are aware of their own experience and remember it, but it has no “content”.

During ego-dissolution or ego-death, the subject will maintain consciousness inasmuch as
they remember the episode and during the episode have a sense of experiencing something, often
very vivid sensations and imagery. Typically, however, they cannot name or classify the objects
of that experience during the trip itself and their sense of self or ego dissolves (Lebedev et al.
2015). Their linguistic and conceptual abilities temporarily shutdown. The experience is like a
temporary version of what some stroke victims experience when parts of the brain’s left-hemisphere
are damaged (Taylor 2009).

Sleep thinking is perhaps a fairly common experience but is only recently described in any
academic literature and then only as a side note to a discussion of the also relatively under-
theorised lucid dreamless sleep (Alcarez-Sanchez 2023; Metzinger 2020). In sleep thinking, the
subject becomes aware and can think in a non-surreal, deliberate manner. Semantic memories are
available and so are words and concepts. But the sleep thinker is in a void, bereft of imagery or
sensory input of any kind: a kind of globalised aphantasia. Sleep thinking is lucid dreamless sleep
with voluntary conceptual thought.

Opinions will differ over which of these states deserves to be called “conscious”. Personally,
I think lucid dreamless sleep, sleep thinking, and ego dissolution are; NREM sleepwalking isn’t.
Regardless of interpretation, one can acknowledge that these states decouple from one another
the traditional dyad of A-consciousness and P-consciosuness and indeed the three components I
have suggested. Sleep thinkers have concepts, no sensations. Drug trippers have sensation but no
concepts. And these two have something in common which NREM sleepwalkers lack, even if they
have sensation and/or concepts — this crucial component is experience which can also be isolated
from sensation and concepts, as in the MPE of lucid dreamless sleep.

What I’m calling experience may well align with pre-existing ideas in consciousness research.
Perhaps it is identical to the global workspace (Baars 2005), or the “attention schema” (Graziano
2020), or a form of working memory. In any case, it appears to be a necessary condition for what
we’d normally call conscious awareness. I suspect it is also sufficient: my theory predicts that most
people who have an MPE will consider it to be a conscious experience even though it lacks so-called
qualia and conceptual thought. This shifts the focus of the hard problem to explaining experience
rather than sensation or qualia — which may be a separate and equally hard problem, but is not the
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hard problem that is the target of illusionism and other recent theories of consciousness (Frankish
2019).

The theory also predicts that at least some NREM sleepwalkers should be able to perform
tasks that require sensation or concepts. The question then becomes: which tasks can NREM
sleepwalkers not perform? Equivalently, what are the tasks which require the experience component
of consciosuness? My speculation is that these would be certain social cognition tasks which unfold
over overlapping timescales, and hence require an ongoing, narrative-like stream of consciousness,
beyond flashes of sensation. Examples might include caretaking of infants, cooperating on a project,
and shared intentionality based tasks (Tomasello & Moll 2010).

References

• Alcaraz-Sánchez, A. (2022). Is Lucid Dreamless Sleep Really Lucid?. Review of Philosophy
and Psychology, 1-27.

• Alcaraz-Sánchez, A. (2023). Awareness in the void: a micro-phenomenological exploration of
conscious dreamless sleep. Phenomenology and the Cognitive Sciences, 22 (4), 867-905.

• Baars, Bernard J. “Global workspace theory of consciousness: toward a cognitive neuroscience
of human experience.” Progress in brain research 150 (2005): 45-53.

• Block, N. (1995). On a confusion about a function of consciousness. Behavioral and brain
sciences, 18 (2), 227-247.

• De Haan, E. H., Corballis, P. M., Hillyard, S. A., Marzi, C. A., Seth, A., Lamme, V. A., ... &
Pinto, Y. (2020). Split-brain: what we know now and why this is important for understanding
consciousness. Neuropsychology review, 30, 224-233.

• Frankish, K. (2019). The meta-problem is the problem of consciousness. Journal of Con-
sciousness Studies, 26 (9-10), 83-94.

• Freestone, NREM (forthcoming)

• Graziano, M. S. (2020). Consciousness and the attention schema: Why it has to be right.
Cognitive Neuropsychology, 37 (3-4), 224-233.

• Humphrey, N. (2022). Sentience: The Invention of Consciousness. Oxford University Press.
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David R. Rowley (University of Leeds): “Fading Qualia Arguments for Con-
sciousness Supervening on Mathematical Structures”

Consciousness is simultaneously familiar yet elusive. As it appears qualitatively different from
other parts of existence, any complete account of reality will need to account for consciousness.
An understanding of what consciousness is could also give indications of how it is connected with
other parts of reality, in particular physical objects.

Chalmers’ fading qualia argument (Chalmers, 1996, pp. 253–263) considers incrementally
changing a consciousness-supporting brain into a physically different, but functionally equivalent,
object. As it is implausible that any particular single small change would affect the existence
of the consciousness, Chalmers suggests that the functionally equivalent object would also have
consciousness, and hence that conciousness does not supervene on physical objects, but it could
supervene on functions. This paper applies similar arguments on structural isomorphs to argue
that consciousness is a property of mathematical structures.

Assuming that consciousness supervenes on the brain in some way, this paper firstly considers
whether it supervenes on physical objects, structures or functions. Functions are considered to
differ from structures in that functions involve changes to states, via dependency relations, while
structures could be static. Chalmers’ fading qualia argument is applied to the transformation of a
brain into a structurally isomorphic, but functionally and physically different, object. One way to
do this would be to change, one by one, the dependency relations of individual components in the
brain. For example, dependency relations could be changed from the form ‘neuron x fires if and
when neuron y fires’ to a form ‘neuron x fires at times t1, t2, etc.’ in such a way that results in
a structurally similar object that behaves similarly. In line with the fading qualia argument, this
can be done iteratively. Similarly, it would be implausible that any individual change would affect
the existence of consciousness, suggesting that the final object would also be conscious. However,
with very different dependency relations it would be functionally different. This suggests that
consciousness cannot supervene on functions or physical objects, but could supervene on structures.
This could be on physical instantiations of the structure, or the mathematical object itself.

Another argument for the experiential equivalence over structural isomorphs considers the speed
that electrons and other relevant neurotransmitters move through the brain. We would not expect
any incremental slowing of the movement of all components to change the experiential properties
at that time (although it would be longer before these properties change). Continuing to slow down
the movements without experiential change, suggests that we could eventually bring them to a stop
without destroying the experience. We would then have an object that was structurally isomorphic
to the brain but functionally inert. If such an object did indeed have experience then functionality
is irrelevant and only the structure is important to consciousness.

The paper next considers gradually dividing a conscious object into two structurally isomorphic
distinct physical objects. This can be done incrementally by replacing a single neuron with two
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artificial neurons connected to the same point in the network. By continuing to replace single
neurons with two artificial neurons and connecting them, the original object can gradually be
transformed into two structurally isomorphic objects. The fading qualia argument can be applied
again, suggesting that the number of consciousnesses would not vary over the transformation.
This argues that if distinct objects are structurally isomorphic then the consciousnesses associated
with the two systems would be numerically identical. There being two physical instantiations of
the structure, but just the one mathematical object, suggests that consciousness supervenes on
mathematical structures, rather than on physical instantiations.

A further experiment involves delaying one artificial neuron. If we replaced a single natural
neuron with two artificial neurons we could introduce a delay to one of them. If artificial neurons
respond more quickly than natural neurons, then one could briefly wait before reacting to stimuli.
If it was set up that by the time the signal returns to the brain the two sources were synchronized
then this should make no difference to the consciousness. We could then continue from here to two
artificial brains, again saying (by the fading qualia argument) that they still involve exactly one
consciousness. But now we have the two structures instantiated at different locations and times,
but still relating to just the one consciousness. This suggests that consciousness is not related
to something spatio-temporal (such as matter) but something outside of space and time (such as
mathematical objects).

These arguments suggest that transforming a single physical instantiation of a structure into
two instantiations does not produce another consciousness. Therefore, the consciousnesses across
all structurally isomorphic physical objects are numerically identical. There being multiple phys-
ical objects, but only one abstract mathematical object, associated with the structure, indicates
that consciousness is associated with the mathematical object, rather than the physical instantia-
tions. Physical objects would then be causally connected to the consciousness via the mathematical
structure they instantiate.

This model requires that mathematical objects exist, which under Full-Blooded Platonism
means that all possible mathematical objects exist (e.g. Balaguer 1998, p5). As all consciousnesses
consistent with each mathematical object exist in this model, then all possible consciousnesses exist,
whether or not any physical object instantiates the corresponding structure. The model therefore
gives an account of what consciousness is, and asserts that each possible conscious state exists
exactly once, independently of physical objects.
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Alicia Peters (University of Nottingham): “Must an individual recognise their
mental states as ‘mine’ in order to be phenomenally conscious?”

In this paper, I aim to question whether the subjective and phenomenally conscious nature of
consciousness is to be constituted by a sense of mine-ness that allows our mental states to be
recognised as my own, or rather mine. With this in mind, I shall discuss the subjective nature of
our mental states as they relate to the disordered phenomenon of “Thought Insertion”.

Thought Insertion has become widely recognised as a diagnostic symptom of Schizophrenia,
defined within the DSM-V (American Psychiatric Association, 2013: 208) as a delusion believed
by schizophrenic individuals that their thoughts are not their own, but rather are inserted into
their mind. I wish to integrate Thought Insertion into the discussion of the subjective nature of
consciousness by posing the following question: Does the notion of Thought Insertion preclude an
individual from possessing phenomenally conscious mental states?

So, what exactly does it mean to possess phenomenally conscious mental states? Well, Phe-
nomenal Consciousness refers to the feeling of what it is like to be you (Nagel, 1974: 436), which
is sometimes exemplified by the capacity to recognise an individual’s mental states as mine: as
possessing a sense of mine-ness.

This paper will investigate how Thought Insertion undermines the universality of all our mental
states possessing a sense of mine-ness, which demonstrates how Phenomenal Consciousness should
not always be interpreted in terms of a sense of mine-ness. My argument goes as follows: the sense of
mine-ness is not a universal aspect of mental states, and so inserted thoughts remain phenomenally
conscious despite the individual’s lack of recognition of mine-ness. Rather, to appropriately capture
the subjective and phenomenal nature of consciousness, we must realise that not all mental states
are to be recognised by an individual as their own, as mine, to be phenomenally conscious.

A crucial element of my argument hinges on the erroneous assumption that an individual’s
possession of a sense of mine-ness constitutes their mental states being phenomenally conscious.
Suppose a given individual: Susan, will have the thought, ‘there is water in this glass.’ As Ned
Block, (1995: 228) puts it, what makes a state phenomenally conscious is that there is something it
is like for an individual to be in it. Thus, this thought is phenomenally conscious so long as there is
some unique, Susan-esque, way it feels like for Susan to experience it. Philosophers such as Guillot
(2016) assume that this phenomenal character is to be characterised as a sense of mine-ness. So,
mental states are phenomenally conscious so long as they can be identified as having a sense of
mine-ness.

What do I mean by mine-ness (Guillot, 2016: 31)? Well, mine-ness refers to a specific construal
of the subjectivity of experience which states that a subject’s experiential awareness is of herself as
related to the experience she is having. By this I mean, that a subject will be able to recognise her
mental state as her own, so long as she is aware of her sense of self as related to the experience of
this mental state. I take ‘sense of self’ to include who we are, our ambitions, and our psychological
narrative. So, in this way, the assumption is that an individual can recognise her thought as her
own, and this constitutes the fact that there is something it feels like for her to have this thought.
In essence, her mental state is phenomenally conscious and her own, in virtue of the fact that she
can recognise her sense of self as intimately related to her experience.

The idea that our mental states are phenomenally conscious due to a sense of mine-ness is
thought to be a universal characteristic of our mentality, just as phenomenal consciousness is.
However, there are times where this proves not to be the case. Enter Thought Insertion. Thought
Insertion is a symptom of schizophrenia in which the individual believes that someone else’s thoughts
have been inserted into their mind, causing them to believe their thoughts are not their own. This
is a renowned example of a case where an individual lacks a sense of mine-ness over their thoughts.
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Consider this example: ‘she said that sometimes it seemed to be her own thought . . . but
the feeling isn’t the same, the feeling is that it is somebody else’s (Allison-Bolger, 1999: #89).’
Suppose this individual has the thought that ‘I want to kill my sister.’ This thought does not only
feel inserted into her mind, but it also does not feel like her own, thus renouncing her sense of
mine-ness. This individual will not feel her sense of self as related to the experience of this inserted
thought she is having. Cases like this express how it is not a universal principle that all mental
states must possess a sense of mine-ness for the individual experiencing them.

However, my argument is that we should forgo the assumption that our mental states are phe-
nomenally conscious in virtue of a sense of mine-ness, thus differentiating between Phenomenal
Consciousness and a sense of mine-ness. I believe that the schizophrenic individual nonetheless
experiences their thoughts (and various other mental states) as phenomenally conscious, regardless
of their lack of a sense of mine-ness. There is still something it is like for the individual to ex-
perience their thoughts, as not their own! So, we must disrupt the connection between mine-ness
and phenomenal consciousness by realising that all individuals experience their mental states in a
phenomenally conscious manner even if they cannot recognise their mental states as mine, or rather
their own. Thus, Phenomenal Consciousness is a pervasive and ingrained feature of our mentality
that cannot be disrupted or impaired, although a sense of mine-ness can be.

This paper is heavily motivated by my desire to expand the study of consciousness beyond the
purely non-pathological setting and into the context of mental health. In investigating the nature
of our mental states and consciousness through the lens of mental disorders, we can ameliorate
our understanding of the subjective nature of mentality. My argument establishes how subjects
of Thought Insertion experience their mental states as phenomenally conscious despite a lack of
possession of a sense of mine-ness. I believe that my paper will demonstrate how what it is like to
experience a given mental state need not be confined to the capacity to recognise a mental state as
one’s own, as mine.
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Tiina Carita Rosenqvist (Dartmouth): “Perceptual Competences and the Pri-
mary/Secondary Quality Distinction”

My goal in this talk is to re-conceptualize the Early Modern distinction between primary and
secondary qualities. The original distinction is metaphysical: primary qualities (such as shapes
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and sizes) are intrinsic or “real” properties of external objects, whereas secondary qualities (such
as colors and smells) are perceiver-dependent in some way (e.g., Galileo 1623, Locke 1689-90).
My re-conceptualization is epistemological. I propose that we conceptualize primary qualities as
the kind of properties that we can competently perceive and/or have perceptual knowledge of
and secondary qualities as the kind of properties that play an enhancement role in the competent
perception and/or perceptual knowing of primary qualities. For simplicity’s sake, I focus on human
perceivers.

The notion of ‘perceptual competence’ is important for my view. Though there are different
philosophical accounts of competences (e.g., Greco 2007, Sosa 2015, Miracchi 2015), I will stay neu-
tral between those accounts.1 I find the notion of ‘perceptual competence’ useful for three reasons.
First, it captures the apparent skillfulness of perception, i.e., the idea that perceptual capacities are
often reliable. Second, it captures the idea that perception is ultimately for action; what counts as
a competence for a particular type of animal depends on the action goals of that animal. Third, it
captures the idea that perceptual capacities often involve skill and can be developed or gradually
refined. For example, shape perception competence develops in childhood. By the age of ten, most
children no longer underestimate the sizes of objects in the distance (Granrud 2012).

My proposal is that primary qualities are the kind of properties that we can competently
perceive and/or have perceptual knowledge of. For example, let us say that a person is a competent
perceiver of distances when her distance perceptions/judgements reliably correspond to reality at a
scale required for successful action, e.g., when an object at a distance of three meters will reliably
look to be further away than an object at a distance of two meters, enabling successful interaction
(approaching, grasping, avoiding, etc.). If we can establish that human distance is reliable in this
way, we can label distance a primary quality.

Now let us consider shape. We can say that a person possesses a shape perception competence
when square objects reliably look (to be) square-shaped and circular objects circular to her, etc.
Vision science tells us that that humans are adept at judging objective shapes, at least if there
is sufficient 3D context information available (e.g., Sereno et al. 2020, Morales et al. 2020) and
especially if they are allowed to view the object from different perspectives (e.g., Wang et al. 2018).
In addition, representations of objective shapes “form automatically and obligatorily” (Baker &
Kellman 2020). These points are corroborated by phenomenology. Our spatial experience appears
to be geared toward reality. In other words, we care a great deal about the objective shapes of
things, not (just) their perspectival appearances. That said, the way those appearances behave is
likely important. An object will generally appear the same way from the same visual angle and
this predictability makes competent shape perception possible. And since we reliably perceive /
perceptually know the objective shapes of things in the world, shape is a primary quality.

Not all types of perceptual processing are reliable in this way. For example, color visual pro-
cessing does not issue in perceptions that neatly correspond to reality. Variation in color perception
is systematic and rife; color perceptions are influenced by lighting conditions2, chromatic contexts,
viewing angles, viewing distances, etc. The best explanation for such variation (as I argue in detail
elsewhere) is that color perception is not itself a competence but that color visual processing is
‘competence-embedded.’ More specifically, I propose that the function of color vision is to enable
and enhance the manifestation of a variety of different perceptual competences, such as scene seg-
mentation, shadow disambiguation, and property identification, not to enable the perception of

1My use of the term ‘perceptual competence’ is liberal in the sense that it is meant to cover both purely perceptual
(i.e., non-cognitive) competences and perceptual-cognitive competences.

2Note that color constancy is approximate at best (e.g., Shevell & Kingdom 2008; Foster 2011). This applies to
both the constancy of phenomenal experience across lighting conditions and the constancy of perceptual judgements
concerning the material properties of surfaces across lighting conditions.
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color per se. Our perceptual experience also doesn’t seem to reach beyond color appearances in
the same way that it reaches beyond shape appearances. Nor do color appearances enable the
kind of extrapolation that shape appearances enable; color is unpredictable. And so, because color
perception is competence- embedded (and not a competence in its own right), color is a secondary
quality.

On a more general level the view can be summarized as follows: some perceptual properties
are what we perceive and others are how we perceive. With this framework in place, we can tell
a coherent and explanatorily robust story about human perceptual processing, and make sense
of a wide variety of perceptual phenomena. For example, I have proposed that humans aren’t
competent perceivers of color, but color helps us competently perceive shapes. This helps explain
the existence of simultaneous contrast effects and color assimilation effects in color perception (as
illustrated by many “textbook color illusions”). Interestingly, I suspect that even the primary
qualities thus conceived will turn out to include at least some perceiver-dependent properties. I
therefore reject the widely held view that sensory perception is in the business of presenting or
representing the objective world as it is, and side with those philosophers and scientists who argue
that the fundamental goal of perception is to be a guide to adaptive behavior and that perceptions
do not always have to align with physical reality to successfully play this role (e.g., Hatfield 2009,
Purves et al. 2015, Hoffman et al. 2015).
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Azenet Liora Lopez (Ludwig Maximilian University of Munich): “Split Brains
and the Attentional Basis of Conscious Unity”

For decades, split-brain subjects have been a valuable test case for many theories and claims about
consciousness. Though they report feeling normal and behave normally in their day-to-day lives
(Sperry 1982; Pinto, Neville et al. 2017), under experimental conditions each of their disconnected
hemispheres seems to bear conscious contents not shared by the other hemisphere.3 Most notably,
split-brain subjects can accurately identify pairs of objects presented to opposite hemispheres but
cannot make same/different judgments about these objects (Johnson 1984; Sergent 1986; Fendrich
and Gazzaniga 1989; see also Pinto, Neville et al. 2017). Such findings have led psychologists,
neuroscientists, and philosophers to believe that split-brain consciousness might be split into two
independent streams (Sperry 1982; Volz and Gazzaniga 2017; Schechter 2018). Moreover, two-
stream views are in accordance with current leading theories regarding large-scale integration of
information across the brain as necessary for consciousness (such as the Global Neuronal Workspace
Theory or the Integrated Information Theory; see Dehaene 2014, Tononi and Koch 2015).

To resist two-stream views, theorists have attributed split-brain subjects’ cross-matching inabil-
ity to disintegrations in processes other than consciousness itself, for instance, perception (Pinto,
Neville et al. 2017; see also Sergent 1986) or conscious contents (Bayne 2008). However, existing
one-stream models of split-brain consciousness do not yet account for one central kind of conscious
unity, namely, phenomenal unity. According to an influential characterization (Bayne and Chalmers
2003), two contents of a subject S’s experience, E1 and E2, are phenomenally unified if and only
if E1 and E2 have a conjoint phenomenology, that is, if and only if there is something it is like for
S to experience E1 and E2 together. Though existing one-stream models explain how right- and
left-hemisphere conscious contents (call them ‘RE’ and ‘LE’) could inform the actions of a single
conscious agent or even be the experiences of a single conscious subject, they do not specify how
RE and LE could have a conjoint phenomenology.4 One model, the unified agency model (Pinto,
Neville et al. 2017; Pinto, de Haan et al. 2017), claims that RE and LE belong to two disintegrated
streams of perception of a single conscious agent. Another model, the switch model (Bayne 2008,
2010), claims that RE and LE are sequentially activated and are almost never conscious at the

3Some argue that experimental conditions in fact disrupt an otherwise unified stream of consciousness. However,
this view may require adopting the controversial externalist view that mental states are only fully individuated in
terms of their environment. See recent discussion in Downey (2018).

4For discussion of how agent unity and subject unity could come apart from phenomenal unity, see Schechter and
Bayne (2021), Dainton (2014).
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same time. These claims are hard to reconcile with the possibility of RE and LE being experienced
together; thus, on these models split-brain consciousness may still remain phenomenally disunified.

This paper offers an account of how split-brain consciousness could be phenomenally unified.
My argument has two main premises:

1. Attentional capacities afford phenomenal unity: If S can exercise appropriate attentional
capacities, S’s consciousness is phenomenally unified.

2. Split-brain subjects can exercise appropriate attentional capacities.

Premise 1 rests on recent conceptual work by Watzl (2014, 2017) and Wiese (2022). According
to Watzl, attention unifies the field of conscious experience by organising its elements into what
is more central (i.e., in the focus of attention) or more peripheral (i.e., outside the attentional
focus). This organisation creates a conjoint phenomenology between experiential elements because
what it is for an element to be experienced as more central is for others to be experienced as more
peripheral. In turn, Wiese argues that attention generates a phenomenally felt connection between
any two elements of experience whenever we become aware of our ability to voluntarily shift our
focus of attention from one element to the other. If these proposals are in the right track, then
attention is indeed a plausible ground for the kind of conscious unity we are after.

Regarding premise 2, it is noteworthy that research on split-brain attention is somewhat mixed
(Handy and Gazzaniga 2005; Pinto, de Haan et al 2017). The attentional system in humans is
in fact constituted by a collection of distinct functions (Petersen and Posner 2012), and some of
these do exhibit notorious breakdowns in the split brain. For example, in early processing stages,
the right and left hemispheres seem to have independent foci of attention (Mangun et al. 1994).
Shifts of attention across the midline take significantly longer than shifts within an hemifield, even
though the distance is the same (Reuter-Lorenz and Fendrich1990). And split-brain subjects can
also split attention to perform two simultaneous and conflicting tasks (Ellenberg & Sperry 1979,
1980). I argue that though these breakdowns do compromise phenomenal unity, insofar as they may
generate separate centrality systems or impair attentional agency, other attentional capacities retain
sufficient unity to support what I call a layer of phenomenal unity in split-brain consciousness. See
Table 1.

Attentional function Breakdown?

Exogenous capture Severe

Top-down orienting Mild (unified under appropriate conditions)

Executive control Mild (unified under appropriate conditions)

Alertness No

Table 1: Attention in the split brain

In the view I recommend, only local aspects of split-brain experiences are phenomenally disinte-
grated. These are constituted by the relatively detailed properties of individual objects experienced
in both sides, such as their colours and shapes. However, this is no impairment for subjects ex-
ercising an amount of attentional agency over these experiential elements, nor for the latter to be
connected in a single centrality system. I propose that this is achieved in virtue of the global aspects
of these experiences, such as occupied locations and configurational properties. I call this proposal
“the layered unity model”.5

5Though I situate the view in the one-stream camp, it may depart from other one-stream models in that it allows
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This model is a plausible way to make sense of the observation that the disconnected hemispheres
share only crude or limited information, with low spatial and temporal resolution (Corballis 1995).
It also aligns nicely with current approaches distinguishing two levels or aspects of phenomenal
consciousness, based on cortical and subcortical structures (Newen & Montemayor 2023). Finally,
if the layered unity model accurately captures the structure of split-brain consciousness, then
theories entailing a full-blown two-stream view (such as the Integrated Information Theory or the
Global Neuronal Workspace theory) might require some adjustments and/or refinements.
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Elizabeth Schechter (University of Maryland, College Park): “Self-
Consciousness after Split-Brain Surgery”

In this talk, I first argue that the two hemispheres of a split-brain subject are associated with
distinct conscious thinkers and, indeed, distinct thinkers of self-conscious thoughts, R and L. I then
argue that the dynamics of self-conscious thought after split-brain surgery shows that R and L are
unlike other pairs of self-conscious thinkers. Indeed, there is a basic psychological capacity much
simpler than but ordinarily inherent in full-blown psychological self-consciousness that R and L
both lack.
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